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Abstract—REST API test case generation tools are evolving
rapidly, with growing capabilities for the automated generation
of complex tests. However, despite their strengths in test data
generation, these tools are constrained by the types of test oracles
they support, often limited to crashes, regressions, and non-
compliance with API specifications or design standards. This
paper introduces SATORI (Static API Test ORacle Inference),
a black-box approach for generating test oracles for REST APIs
by analyzing their OpenAPI Specification. SATORI uses large
language models to infer the expected behavior of an API by
analyzing the properties of the response fields of its operations,
such as their name and descriptions. To foster its adoption, we
extended the PostmanAssertify tool to automatically convert the
test oracles reported by SATORI into executable assertions. Eval-
uation results on 17 operations from 12 industrial APIs show that
SATORI can automatically generate up to hundreds of valid test
oracles per operation. SATORI achieved an F1-score of 74.3%,
outperforming the state-of-the-art dynamic approach AGORA+
(69.3%)—which requires executing the API—when generating
comparable oracle types. Moreover, our findings show that
static and dynamic oracle inference methods are complementary:
together, SATORI and AGORA+ found 90% of the oracles in our
annotated ground-truth dataset. Notably, SATORI uncovered 18
bugs in popular APIs (Amadeus Hotel, Deutschebahn, FDIC,
GitLab, Marvel, OMDb and Vimeo) leading to documentation
updates by the API maintainers.

Index Terms—REST APIs, test oracle, LLM, automated testing

I. INTRODUCTION

Web Application Programming Interfaces (APIs) allow het-
erogeneous software systems to communicate over the net-
work [1], [2]. Among these, REST APIs—those adhering
to the REpresentational State Transfer (REST) architectural
style [3]—have become the predominant standard. REST APIs
organize their functionality around distinct resources (e.g., a
video in the Vimeo API [4]) that clients access and manipulate
through HTTP interactions. REST APIs underpin the business
models of major companies such as Google, Microsoft, and
Uber [1]. The Postman 2024 State of the API Report [5] shows

that APIs are crucial business assets, with 62% of developers
working on revenue-generating APIs.

The importance of REST APIs has led to the development
of numerous techniques and tools for automated test case
generation for these systems [6], [7]. Most techniques follow
a black-box approach, deriving test cases automatically from
the OpenAPI Specification (OAS) [8] of the API under test.
These test cases are generated by assigning values to the input
parameters and validating the returned responses using various
test oracles [9], which serve as mechanisms for determining
whether the output of a program is correct for a given
input. Despite their promising results in generating valid API
requests, these tools are all limited by the types of failures
they can detect, primarily crashes (5XX HTTP status code
responses) [10]–[16], disconformities with the API specifi-
cation (e.g., an undocumented output JSON property) [11]–
[15], regressions [17], and violations of API best practices
(e.g., ensuring that repeated calls to idempotent operations
return identical responses) [18]. For example, given the API
specification of the “getBusinesses” operation of the Yelp
API shown in Listing 1, Listing 2 shows an API response
which conforms to such specification and would be considered
correct by existing tools. However, this response may still
contain errors that would go undetected by test case generators,
such as incorrect field length (e.g., country should have 2
characters), format (e.g., image_url should be a valid URL),
or violations of numerical constraints (e.g., latitude should
range from -90 to 90), among others. Recent surveys [6] and
tool comparisons [7], [19] highlight test oracle generation as a
key challenge in automated test case creation for REST APIs.
This is the problem that motivates our work.

To the best of our knowledge, the only existing approach
in the literature that addresses the automated generation of
test oracles for REST APIs is AGORA+ [20], [21], which
generates test oracles through the detection of likely invariants
(i.e., properties of the output that should always hold). Invari-
ants are detected by analyzing the API specification and a set
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of API requests with their corresponding responses. Although
effective, the main limitation of AGORA+ is its reliance on a
sufficiently diverse test suite that thoroughly exercises the API
functionality to report accurate invariants. If the test suite lacks
diversity or contains faulty responses, the reported invariants
may be wrong or incomplete.

This paper presents SATORI (Static API Test ORacle Infer-
ence), a black-box static approach for automatically generating
test oracles for REST APIs by analyzing their OAS document,
without requiring prior API execution. SATORI leverages
large language models (LLMs) to infer test oracles from
the unstructured components of the OAS document, such as
response field names and descriptions, making it compatible
with existing API testing tools that support OAS. Currently,
SATORI supports a catalog of 17 types of test oracles, which
can be easily extended. To foster its adoption, we extended
the PostmanAssertify tool [21] to transform the test oracles
reported by SATORI into executable JavaScript assertions,
written using the Chai library [22], that are compatible with
Postman [23], a widely used API platform in industry with
over 40 million users.

The results of an evaluation conducted on 17 operations
from 12 industrial APIs show the capabilities of SATORI to
automatically generate up to hundreds of valid test oracles per
API operation, achieving an F1-Score of 74.3%, better than
AGORA+ (69.3%) in generating the same types of oracles
supported by both approaches. Moreover, SATORI identified
18 real bugs across 7 widely used industrial APIs (vs. 13
bugs in 7 APIs by AGORA+), which would have passed
unnoticed by existing test case generators. Our findings led
to documentation updates in the API of Vimeo. Since it does
not require prior API execution, SATORI offers a more cost-
effective solution than AGORA+. Our thorough evaluation
also shows that each approach excels in identifying distinct
oracle types, making them complementary: the combination
of SATORI and AGORA+ found 90% of the test oracles of
an annotated ground-truth dataset.

This paper makes the following research and engineering
contributions:

• SATORI, a black-box static approach for automatically
generating test oracles for REST APIs through specifica-
tion analysis.

• OKAMI, a dataset containing the annotated ground truth
of all the test oracles of the API operations used in
our evaluation (over 10.5k test oracles from more than
1.8k response fields), enabling benchmarking and future
comparisons. OKAMI is publicly available on Hugging
Face [24].

• An extension of PostmanAssertify [21] that transforms
the test oracles generated by SATORI into executable
JavaScript assertions compatible with the widely used
Postman API platform [23].

• An assessment of 21 LLMs as the backbone of SATORI,
compared in terms of size, coding and reasoning capabil-
ities, and cost.

1 paths:
2 ’/businesses/search’:
3 get:
4 operationId: getBusinesses
5 parameters:
6 - name: term
7 description: ’Search term, e.g. food or restaurants.’
8 in: query
9 schema:

10 type: string
11 - name: location
12 description: ’Geographic area for business search.’
13 in: query
14 schema:
15 type: string
16 responses:
17 ’200’:
18 description: ’Returns all businesses’
19 content:
20 application/json:
21 schema:
22 type: object
23 properties:
24 total:
25 type: integer
26 description: ’Total number of businesses found.’
27 businesses:
28 type: array
29 items:
30 type: object
31 properties:
32 id:
33 type: string
34 name:
35 type: string
36 image_url:
37 type: string
38 rating:
39 type: number
40 description: ’Business rating (ranges from 1... 5).’
41 coordinates:
42 type: object
43 properties:
44 latitude:
45 type: number
46 longitude:
47 type: number
48 price:
49 type: string
50 description: ’Price level. Value is
51 one of $, $$, $$$ and $$$$.’
52 example: ’$$’
53 location:
54 type: object
55 properties:
56 city:
57 type: string
58 country:
59 type: string
60 description: ’ISO 3166-1 alpha-2 country code.’

Listing 1: OAS excerpt of the Yelp API.

• An empirical evaluation of SATORI and AGORA+ in
terms of precision, recall, F1-Score and failure detection
across 17 operations from 12 industrial APIs, including
the discovery of 22 real-world bugs.

All our code and data are publicly available [25].

II. BACKGROUND AND RELATED WORK

A. Automated Testing of REST APIs

Web APIs commonly adhere to the REpresentational State
Transfer (REST) [3] architectural style, being known as REST
APIs [2]. REST APIs typically comprise multiple RESTful
web services, each implementing CRUD (create, read, update,
delete) operations on a resource (e.g., in the Vimeo API [4],
a resource is a video). These operations are usually invoked
by sending HTTP requests (generally GET, POST, PUT and
DELETE) to a Uniform Resource Identifier (URI) representing
a resource or a collection of resources.

REST APIs are commonly described using the OpenAPI
Specification (OAS) [8] format, arguably the industry standard.
An OAS document outlines the API operations, detailing their
input parameters and responses. For instance, Listing 1 shows
an excerpt from the OAS of the “getBusinesses” operation of
the Yelp API [26]. The specification defines the HTTP method
and URI required to call the operation (lines 1–3), operation



1 {
2 "total": 1,
3 "businesses": [
4 {
5 "id": "7dzGDH1BtzEjhZh1FeeaqA",
6 "name": "Caipirinha Corner",
7 "image_url": "https://s3-media1.fl.yelpcdn.com/bphoto/zrG.jpg",
8 "rating": 4.0,
9 "coordinates": {

10 "latitude": 37.3968404980258,
11 "longitude": -5.97877264022827
12 },
13 "price": "$",
14 "location": {
15 "city": "Seville",
16 "country": "ES"
17 }
18 }
19 ]
20 }

Listing 2: Yelp API response in JSON format.

ID (line 4), input parameters (lines 5–15), and response format
(lines 16–60). Listing 2 shows an API response aligning with
this specification.

Automated testing of REST APIs often employs a black-
box approach [10], [13]–[18], [27]–[38], where, based on
an OAS, these methods generate pseudo-random test cases
(sequences of HTTP requests) and test oracles (assertions
on the responses). Techniques vary in how they generate
API calls (i.e., test inputs), leveraging methods like property-
based testing [13], [15], [29], [39], model-based testing [27],
[31], and constraint-based testing [12], [38], [40]. Some ap-
proaches target individual API operations and create single
API requests, while others design sequences of API calls for
stateful testing [10], [14], [15], [34], [37], [38]. White-box
approaches, which require access to the API source code, are
less common, and most existing techniques use search algo-
rithms to maximize failure detection and code coverage [11],
[41]. Recent approaches for API testing leverage LLMs [35],
[38], [42], [43] and reinforcement learning [34], [37] to extract
realistic input values and dependencies between parameters
and operations, but none of them tackle the oracle problem.

Generated test oracles for failure detection primarily target
API crashes (e.g., 5XX status codes) and API specification vi-
olations [11]–[15], with some also addressing regressions [17]
and design practices [18]. However, these approaches are lim-
ited in identifying issues beyond syntax, overlooking domain-
specific assertions like those in Listing 2. For example, they
miss validations such as ensuring that the country response
field value has two characters, latitude and longitude fall
within specific ranges, or price adheres to allowed values
(“$”, “$$”, “$$$”, “$$$$”).

Some approaches infer input or output constraints in REST
APIs through static analysis [44], [45]. These constraints can
be considered as test oracles in the form of pre- and post-
conditions. However, these approaches require the source code
of the system, which may not always be available (as in the
case of the industrial APIs tested in our work) and thus cannot
operate in black-box mode. More importantly, they derive
constraints based on the implemented behavior, which may be
faulty, thus limiting the usefulness of the inferred constraints.

To the best of our knowledge, the only approach for infer-
ring domain-specific oracles for REST APIs is AGORA+ [20],
[21], which uses invariant detection to generate test oracles.
Invariants are output properties that should always hold (e.g.,

LENGTH(return.location.country)==2), and they are de-
tected by analyzing patterns in previous API executions
(i.e., request/response pairs). The effectiveness of AGORA+
depends on having a sufficiently diverse test suite: if the
suite lacks variety or includes faulty responses, the detected
invariants may be incomplete or invalid. However, many of
these oracles can be inferred directly from the response field
information in the OAS (e.g., response field names and de-
scriptions, as shown in Listing 1), without prior API execution.
This is the goal of SATORI.

B. Test Oracle Generation

Automated techniques for generating test oracles can be
categorized by their inputs and the domains they target.
Oracles can be derived from source code [46], [47], for-
mal specifications [48], semi-structured documentation [49],
previous program executions [50]–[54], or combinations of
these inputs. Application contexts include databases [54],
Java programs [50], cyber-physical systems [55], and machine
learning programs [56], among others.

Other related techniques include metamorphic testing, re-
gression testing and invariant detection. Metamorphic test-
ing [29], [33], [39], [57] uses manually identified relationships
between inputs and outputs across multiple executions of
the system under test. Regression testing [58] compares the
observed behavior to previous software versions to verify that
changes do not disrupt existing features. Invariant detection
identifies properties expected to consistently hold in program
outputs, which can serve as test oracles to verify the correct-
ness of outputs. They can be detected either statically, by
analyzing code (without executing it) [59], or dynamically,
by examining program behavior across executions [20], [21],
[50], [60].

In recent years, LLMs have been applied across various
stages of the software testing lifecycle [61], including unit
test case generation [62]–[65], test input generation [66], [67],
debugging [68], [69], and program repair [70]. LLM-based
techniques proposed for tackling the oracle problem [47],
[71]–[76] focus on specific programming languages and oper-
ate at the method level, leveraging information such as variable
names and dataflow analysis to infer test oracles, thus making
them unsuitable for the domain of REST APIs. To the best
of our knowledge, SATORI is the first approach to leverage
LLMs for addressing the oracle problem specifically in black-
box testing of REST APIs.

III. SATORI

Figure 1 outlines SATORI, our approach for automatically
generating test oracles for REST APIs through specification
analysis. Starting from an OAS, SATORI extracts the schema
of each response field of all the target operations and generates
prompts for a (configurable) LLM. The outputs of the LLM
(i.e., test oracles) are then processed into a machine-readable
format and, following an optional human verification step, are
provided to an extended version of PostmanAssertify [25] to
produce a Postman collection with executable test assertions.
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Fig. 1: Workflow of SATORI.

We now describe the complete SATORI workflow in detail,
as well as the supported set of test oracles.

A. Automated Response Field Prompt Generation

This subsection explains how SATORI generates prompts to
infer test oracles for each response field of an API operation.

1) Information Extraction: First, we extract contextual in-
formation to generate input prompts. Specifically, we gather
details for each response field—such as name, description, and
examples—along with global context like the API name and
operation ID, providing the LLM with richer context to infer
accurate test oracles.

2) Prompt Generation: Using information from the previ-
ous step, SATORI generates one prompt per response field.
This prompt has been designed following well-established
prompting techniques and patterns [77], [78]. We use a System
prompt to set the overall behavior of the model and ensure
consistent outputs. Then, the main prompt begins by estab-
lishing context for the task, followed by the necessary infor-
mation, and then a detailed task description. Consequently,
each prompt is structured into three sections: Context prompt,
Properties prompt, and Oracles prompt. Our supplemental
material [25] contains all the prompts generated by SATORI
for our evaluation. In what follows, we provide an example
of each prompt section, highlighting in boldface the dynamic
parts of the prompt.

a) System Prompt: We use a role-playing approach,
instructing the model to act as an expert software engineer.

You are a highly skilled software engineer with extensive ex-
perience in designing and testing REST APIs. Answer to your
questions simply by generating a JSON object, without providing
any additional information or explanation.

b) Context Prompt: This provides the model with essen-
tial context, including the name of the API, the operation under
test, and the name and type of the target response field.

I am going to give you a response field of the getBusinesses
operation of the Yelp API. The name of this response field is
“price” and it is of type string.

c) Properties Prompt: This includes all additional prop-
erties of the response field available in the API specification,
such as descriptions or examples, which the LLM can analyze
to identify potential test oracles.

This response field has the following properties:
“name”: “price”
“type”: “string”
“description”: “Price level. Value is one of $, $$, $$$, $$$$.”
“example”: “$$”

d) Oracles Prompt: This final section guides the model
to generate test oracles for the response field and is structured
in three parts. First, the Task introduction prompt outlines
the task. Next, several Single oracle prompts are presented
as questions, guiding the model to infer specific test oracles
based on the datatype of the response field (Section III-C).
Each single oracle prompt consists of a question and specifies
the expected response as a JSON property name and datatype,
or a default JSON property value if no oracle is identified.
Finally, the Response format prompt instructs the model to
return the test oracles in a structured JSON.

Task introduction prompt
Given this information, I want you to answer the following
questions about some properties of this response field:
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Single oracle prompts (one example)

3 - Should this response field have a set of specific values?
JSON property:
“string_specific_values”, of type array of string, if there are no
specific values, the array is empty
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
Response format prompt

I want the response to be a single JSON object with the properties
indicated in each question (string_is_url, string_is_numeric,
string_specific_values, string_is_email, string_is_date,
string_fixed_length, string_is_time). I don’t want any kind of
additional natural language explanation, only the JSON object.

B. LLM Response Processing

SATORI processes the responses of the LLM to ensure syn-
tactic correctness, handling issues like transforming responses
into valid JSON, standardizing formats, merging multiple
JSONs, and removing spurious text. Listing 3 shows the
response returned by SATORI for the price response field.

1 {
2 "string_is_url": false,
3 "string_is_numeric": false,
4 "string_specific_values": [ "$", "$$", "$$$", "$$$$" ],
5 "string_is_email": false,
6 "string_is_date": false,
7 "string_fixed_length": null,
8 "string_is_time": false
9 }

Listing 3: Example of test oracles generated by SATORI.

These test oracles, together with the OAS document, are
provided as input to our PostmanAssertify extension, which
transforms them into executable JavaScript assertions compat-
ible with Postman [23]. PostmanAssertify produces a Postman
collection of API requests for each tested operation, embed-
ding the test oracles in each request and thus making the
approach readily applicable in practice. For instance, the gen-
erated test cases could be executed programmatically, via the
Postman GUI, or integrated into CI/CD pipelines. An example
of a generated assertion is pm.expect(["$", "$$", "$$$",



"$$$$"].includes(price)).to.be.true, corresponding to
the price response field (line 4 of Listing 3).

C. Target Oracles

SATORI supports a set of 17 types of test oracles, shown
in Table I. Note that string, boolean and number oracles
can be applied to elements of arrays (fourth row of Ta-
ble I). These oracles support all 49 unary invariants (i.e.,
test oracles evaluating a single variable) supported by the
dynamic approach AGORA+ [20], [21], which were derived
from a systematic study of the oracles found in 40 real-world
APIs. We focus on unary oracles to make our evaluation
affordable, since deriving a ground-truth dataset of n-ary
oracles would lead to a combinatorial explosion, requiring
the manual annotation of a dataset of up to tens of thou-
sands of instances per API operation (see Section IV-A1).
Our proposed oracles are simpler than AGORA+’s while
supporting the same use cases. For instance, float and integer
invariants of AGORA+ (e.g., OneOfFloat and OneOfScalar)
are combined into a single SATORI test oracle (e.g.,
number_specific_values). The resulting oracles assess
properties such as string formats (e.g., string_is_url), nu-
merical boundaries (e.g., number_max_value), and ordering
of arrays (e.g., array_number_asc_order). We refer the
reader to the SATORI documentation [25] for a complete list
of the supported test oracles. These can be extended to support
specific requirements.

IV. EVALUATION

We aim to answer the following research questions:
RQ1: How do different LLMs perform in generating test

oracles with SATORI? We analyze the performance and cost
of different LLMs as the backbone of SATORI, considering
model size, code specialization and reasoning capabilities.

RQ2: What is the effectiveness of SATORI in generating
test oracles and how does it compare against dynamic oracle
generation approaches? We compare the oracle generation
capabilities of SATORI equipped with the LLM chosen in
the previous RQ with respect to AGORA+ as a representative
dynamic approach.

RQ3: How effective is SATORI in detecting artificially
seeded faults and how does it compare against dynamic
approaches? We evaluate the effectiveness of the oracles
generated by SATORI in detecting faults (mutations) in API
responses, comparing it against AGORA+.

RQ4: How effective is SATORI in detecting real faults? We
evaluate the ability of SATORI to detect real faults in API
responses, especially those not identified by AGORA+.

TABLE I: Test oracles supported by SATORI.
Datatype Test oracles
String is_url, is_numeric, specific_values, is_email,

is_date, fixed_length, is_time
Boolean always_true, always_false
Number min_value, max_value, specific_values
Array {String,Boolean,Number}-oracles, min_size, max_size,

specific_sizes
Array[number] {Array}-oracles, asc_order, desc_order

RQ5: How much does it cost to find a bug with SATORI?
Can this cost be saved? As GPT-4o is the most effective model
with SATORI, we compute the cost per bug found (in dollars)
and investigate whether free open-source models can find the
same bugs.

A. Experiment 1: Test Oracle Generation

With this experiment, we aim to answer RQ1 and RQ2
by measuring the performance achieved by SATORI with
different LLMs, and comparing it against dynamic oracle
generation approaches.

1) Experimental Setup: Next we describe the dataset used
as a benchmark, the LLMs and baselines experimented with,
and the metrics considered for evaluation.

a) Dataset: As a contribution of this work, we present
the OKAMI (Oracle Knowledge of API Methods for In-
novation) dataset [24], a reliable benchmark for evaluating
test oracle generation techniques for REST APIs. OKAMI is
composed of 17 operations from 12 industrial APIs, which
were used for the evaluation of the oracle generation approach
AGORA+ [20], [21], [79] and in previous papers [10], [19],
[28]. When necessary, we updated the OAS documents of
these APIs according to the latest version of the web docs. We
manually created the ground truth of all the oracles supported
by SATORI for all the response fields of these API operations
(e.g., labeling href response fields as URLs). Due to the
extremely costly effort of manually annotating thousands of
response fields, we randomly sampled API operations from
the AGORA+ benchmark until having annotated, at least, 10k
oracles. This resulted in a dataset of 17 API operations, 1,816
response fields and 10,645 test oracles. To avoid human bias or
errors during the labeling process, we carefully analyzed the
API specification (OAS) for labeling each response field and
consulted the API providers in case of doubts or discrepancies.
OKAMI is publicly available on Hugging Face [24] and as part
of our supplemental material [25] to serve as a benchmark for
future studies.

b) LLMs and Baselines: To answer RQ1, we selected
a set of 21 LLMs according to different criteria, namely:
(i) model size (from 1B parameters to hundreds of billions
of closed-source models), (ii) code specialization (explicitly
trained on code or not), and (iii) reasoning capabilities (ex-
plicitly trained to reason about their answers or not). We
selected models from six different vendors, i.e., Google, Meta,
Microsoft, Alibaba, DeepSeek and OpenAI. We aim to analyze
the impact of the aforementioned criteria on the performance
of SATORI, and to select the best model for the subsequent
experiments.

Regarding configuration parameters, we use the default set-
tings for all models and a temperature of 0 (greedy decoding),
thus making their outputs mostly deterministic.

To answer RQ2, we compare the performance of SATORI
against AGORA+, a dynamic approach that requires prior
API execution to infer test oracles. In particular, we consider
two versions of AGORA+: unary and binary. The unary
version, denoted as AGORA+U, reports the same test oracles



as SATORI (i.e., those involving a single variable), while
the binary version, denoted as AGORA+, generates also
test oracles involving two variables (e.g., input.limit >=
size(return.items[])).

The authors of AGORA+ explain the need for a sufficiently
diverse set of API requests and responses to detect invariants
effectively, with 50 being enough. For a fair evaluation, we
used the same sets of 10k requests used in the AGORA+
paper [21]. Since the performance of AGORA+ depends on
these (randomly generated) sets of request-response pairs, the
authors selected 10 subsets of 50 pairs each from among these
10k instances, and computed averages. We used the same 10
sets in this work.

c) Metrics: For both RQ1 and RQ2, we report the overall
precision, recall and F1-Score. Here precision refers to the
percentage of correct oracles generated by a technique Ti

out of the total number of oracles generated by Ti. Recall,
instead, captures the percentage of oracles in our ground truth
dataset that has been generated by Ti. For RQ2, we report
also the same metrics per oracle type (see 17 types of oracles
in Table I) for further analyses. For AGORA+ (binary), we
report only the overall precision, since the OKAMI dataset
contains only unary oracles. We also report the average time
(in seconds) required to generate the test oracles for each
response field of the API operations. The open-source LLMs
were executed on a single NVIDIA A100 GPU with 80GB
of VRAM, while OpenAI models were invoked via their web
API [80]. AGORA+ does not require GPU resources, therefore
it was executed on a desktop computer equipped with an Intel
i9-12900K @3.20GHz, 64GB RAM, and 2TB SSD running
Windows 11.

2) RQ1: Experimental Results: Figure 2 shows the preci-
sion, recall and F1-Score achieved by each model. The figure
is split in four subfigures according to the criteria previously
mentioned, i.e., size (2a), code specialization (2b), reasoning
capabilities (2c) and best model of each vendor considered
(2d). The numbers shown on top of markers denote the average
time (in seconds) to generate all possible oracles of a single
response field in the OAS.

As expected, model size plays a role, as confirmed in
Figure 2a. Here we evaluated four families featuring the same
model in different sizes, namely, Phi-4 (3.8B, 14.7B), Gemma
3 (1B, 12.2B, 27.4B), Qwen2.5 and Qwen2.5-Coder (1.5B,
14.8B, 32.8B). As observed, models under 4B parameters
exhibit significantly lower performance compared to the rest.
However, models between 12-15B parameters achieve perfor-
mance (69.3–71.6%) mostly on par with that achieved by
models with ∼30B parameters (70.4–72.2%). This may be
relevant if cutting costs is desirable (e.g., cheaper GPUs and
faster inference times).

To evaluate the impact of code specialization on the task of
oracle generation for REST APIs, we evaluated five models
which offer a base version and a code-specialized version (i.e.,
the same model further trained on code), namely, Gemma 1.1
(8.5B), DeepSeek-V2-Lite (15.7B) and Qwen2.5 (1.5B, 14.8B,
32.8B). As shown in Figure 2b, results are mixed. While code

specialization seems to help for Gemma, DeepSeek and Qwen
1.5B models (7.6% higher F1 on average), it has a slightly
negative impact on Qwen 14.8B (-3.9% F1) and no significant
impact on Qwen 32.8B. Execution times are not significantly
affected by code specialization.

Regarding reasoning capabilities, we evaluated three mod-
els which offer versions distilled from (i.e., fine-tuned with
the answers generated by) the reasoning model DeepSeek
R1 [81], namely, Llama 3.1 (8B) and Qwen2.5 (14.8B, 32.8B).
Figure 2c highlights two interesting aspects. First, reasoning
distillation does not significantly affect the overall F1-Score
of models, although it worsens precision and improves recall,
meaning that distilled models tend to generate more oracles,
resulting in more false positives (wrong oracles) but also less
false negatives (less correct oracles missed). On the other
hand, reasoning models are significantly slower than their non-
distilled counterparts, taking 6-7× longer to generate oracles.

Figure 2d shows the comparison between the best model
of each vendor and the closed source models GPT-4o
and o3-mini. The average F1-Score ranges from 53.7%
(DeepSeekCoder-V2-Lite) up to 74.3% (GPT-4o). The low
performance of DeepSeekCoder-V2-Lite for this task may be
attributed to the fact that is a Mixture of Experts (MOE) model
originally designed with over 200B parameters, thus its lite
version may not be able to unleash the full potential of the
MOE architecture.

Answer to RQ1: Comparison of LLMs

Models under 4B parameters exhibit significantly lower
performance (<55% F1-Score) compared to their larger
counterparts (∼70% F1-Score). Code specialization helps
in some cases, while reasoning distillation does not affect
the F1-Score, but increases execution times. Overall, the
best model for SATORI is GPT-4o (74.3% F1-Score, 1.96s
execution time).

3) RQ2: Experimental Results: Table II shows the perfor-
mance, in terms of precision (P), recall (R) and F1-Score (F1),
as well as true and false positives and negatives (TP, TN,
FP, FN) for each type of test oracle and overall achieved by
SATORI (equipped with GPT-4o) and AGORA+U. The table
combines oracles related to primitive and array datatypes (e.g.,
string_is_url and array_string_is_url are both consid-
ered string_is_url). The table does not show oracles not
found in the ground-truth dataset and for which no approach
generated false positives (i.e., array_number_desc_order).

The results show that AGORA+U achieved higher F1-Score
than SATORI for 9 out of 16 types of oracles, while SATORI
is better for the remaining 7. Even so, the overall F1-Score
of SATORI (74.3%) remains higher than that of AGORA+U
(69.3%). For the binary version of AGORA+, the precision of
AGORA+ is 68.8%, significantly lower than the precision of
both SATORI (81.2%) and AGORA+U (76.8%), meaning that
AGORA+ tends to generate significantly more false positives.

Figures 3a and 3b show the overlapping between SATORI



(a) Size. (b) Code specialization. (c) Reasoning capabilities. (d) Best model of each vendor.

Fig. 2: RQ1: Precision, recall and F1-Score of each model evaluated according to several criteria. Numbers above markers
denote average time (in seconds) to generate oracles for a single response field.
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Fig. 3: RQ2: Overlapping of recall (percentage of oracles detected) between SATORI and AGORA+U.

TABLE II: RQ2: Test oracle generation by SATORI and
AGORA+U, per oracle type and overall.

AGORA+U SATORI (GPT-4o)
Type & Oracle P R F1 TP TN FP FN P R F1 TP TN FP FN

St
ri

ng

is_url 99.9 80 88.9 176.1 803.8 0.2 43.9 94.3 98.6 96.4 217 791 13 3
fixed_length 81.9 83.6 82.7 173.9 777.4 38.6 34.1 59.6 28.6 38.7 59 778 40 147
specific_values 47.6 42.5 44.9 74.5 766.6 82 100.9 65.1 85 73.8 142 781 76 25
is_numeric 99.1 77.8 87.2 64.6 940.4 0.6 18.4 84.8 80.7 82.7 67 929 12 16
is_time 100 55 70.9 44 944 0 36 97.4 93.8 95.5 75 942 2 5
is_date 100 72.9 84.3 45.2 962 0 16.8 95.4 100 97.6 62 959 3 0
is_email 100 42.9 59 3 1017 0 4 100 100 100 7 1017 0 0

N
um

be
r min_value 81.4 43.6 56.7 82.5 23.7 18.9 106.9 82 91.9 86.6 159 24 35 14

max_value 66.2 44.2 52.9 34 137.5 17.5 43 90 44.4 59.5 36 147 4 45
specific_values 65.6 66.3 65.9 33.7 163.4 17.8 17.1 78.6 20.4 32.4 11 175 3 43

B
oo

l always_false 10.5 14.3 12 1 117.3 8.7 6 - 0 - 0 126 0 7
always_true 35.2 27.1 30.3 1.9 122.3 3.7 5.1 - 0 - 0 126 0 7

A
rr

ay

min_size 58.4 63.5 60.8 22.3 64.9 16 12.8 100 8.6 15.8 3 81 0 32
max_size 46.3 59.2 51.9 14.2 75.4 16.6 9.8 0 0 - 0 91 3 22
specific_sizes 47.8 77.1 59 16.2 77.2 17.8 4.8 0 0 - 0 94 3 19
number_asc_order 100 100 100 2 1 0 0 - 0 - 0 1 0 2

TOTAL 76.8 63.2 69.3 789.1 6993.9 238.4 459.6 81.2 68.4 74.3 838 7062 194 387

and AGORA+U in terms of oracles detected (recall), grouped
by oracle type and API operation, respectively. The numbers in
parentheses in each tag indicate the number of possible oracles
to be detected for each oracle type or API operation. Out of the
1167 oracles detected, 374 (32%) were identified exclusively
by SATORI, 329 (28.2%) only by AGORA+U, and 464
(39.8%) by both approaches. Looking at Figure 3a, we can see
that both approaches achieve similar performance in certain
oracles (e.g., string_is_numeric or number_max_value).
In these cases, SATORI is more cost-effective, as it only
requires access to the API specification, unlike AGORA+U,
which needs a diverse test suite to verify API behavior.

However, when looking at the performance differences, it is
clear that both approaches are complementary. For example,
SATORI can precisely infer enum values from descriptions
(string_specific_values) or detect domain-specific mini-
mum values (e.g., -90 for latitude). The correct inference
of these oracles for AGORA+U may be hard if the test suite
used as input is not diverse enough (e.g., it does not include
a request with a latitude value of -90). On the other hand,
there are some types of oracles that only AGORA+U detected.
This is explained by the fact that some oracles simply cannot
be inferred from the specification, since they may not be
explicitly stated in the OAS. Instead, they require the execution
of the API to find such patterns, for instance, detecting a
boolean field always being true (boolean_always_true) or
the maximum size of an array (array_max_size).

When analyzing the performance of SATORI and
AGORA+U per API operation (Figure 3b), the trend is similar
to the one observed in the previous analysis. Although the
overall recall of SATORI is higher than that of AGORA+U,
the latter detected more oracles in 10 out of 17 operations.
This obviously comes at the cost of (i) executing the API, and
(ii) being less precise, i.e., generating more false positives, as
illustrated in Table II.



Answer to RQ2: Static and dynamic test oracle generation
effectiveness

Overall, SATORI outperforms AGORA+U in terms of
precision, recall and F1-Score. However, their overlapping
in terms of generated oracles shows that both approaches
are complementary, and that SATORI can generate a sig-
nificant percentage of the test oracles without previously
executing the API.

B. Experiment 2: Artificial Fault Detection

This experiment aims to answer RQ3 by comparing the ef-
fectiveness of the oracles generated by SATORI and AGORA+
in detecting failures caused by artificially seeded faults.

1) Experimental Setup: Next, we describe the setup for this
experiment, detailing the techniques evaluated, the test oracles
implemented, the test case selection criteria, the mutant gen-
eration process and the metrics used to measure performance.

a) Techniques: We evaluated SATORI, AGORA+, and
their combination in detecting API failures caused by artificial
faults. We distinguish between the results of AGORA+U and
AGORA+ (i.e., leveraging also binary oracles). We also report
the failures that could be detected with all unary oracles of the
ground-truth dataset, i.e., an upper bound for both SATORI
and AGORA+U.

b) Test Oracles: For each API operation of Experi-
ment 1, we selected the valid test oracles generated by
each approach (i.e., confirmed as true positives) which were
automatically transformed into executable assertions using
PostmanAssertify [21].

c) Test Cases: For each API operation, we randomly
selected 1k API requests and responses from the set of 10k
previously used (see Section IV-A1) meeting the following
constraints: (i) they were not part of the 50-request set used
as input for AGORA+; (ii) they contained at least one result
item (since we cannot apply mutation operators on empty
arrays); and (iii) they revealed no failures (since mutation
testing requires a green test suite).

d) Mutants: Since we do not have access to the source
code of the APIs under test, we cannot apply traditional
mutation testing techniques. Instead, we used a black-box
approach by mutating directly the API responses. This is the
same approach used by the authors of AGORA+ [20], [21] to
evaluate the effectiveness of their approach.

We used JSONMutator [82] to introduce a single error in
each API response, simulating a failure that could be caused
by a fault in the API. JSONMutator is configured to apply
mutation operators that result in syntactically valid mutants,
i.e., conform to the API specification. Syntactically invalid
mutants that would result in violations of the API specification
(e.g., adding a new property to a JSON object) can be detected
by existing approaches and therefore are out of the scope of
both SATORI and AGORA+. Similarly, the mutation operators
that convert response fields into null values are disabled,
since null values can be easily detected as violations of the
nullable property of OAS. The mutation operators applied

TABLE III: RQ3: # assertions (A) and % failure detection ratio
(FDR) per API operation and overall by each approach.

AGORA+U AGORA+ bin. AGORA+ SATORI Both
API - Operation #A FDR #A FDR #A FDR #A FDR #A FDR
AmadeusHotel 47 56.4 22 3.8 69 60.2 70 48.5 107 66.9
Deutschebahn 32 19 6 0.8 38 19.8 53 16.8 73 26.5
DHL 10 45.6 3 2.8 13 48.3 10 34.8 19 51.2
FDIC 107 43.8 30 3.1 137 46.9 114 27.4 187 52.9
GitHub-createRepo 75 34.9 117 57.9 192 92.8 92 39.5 226 92.8
GitHub-getRepos 69 40.1 61 24.7 130 64.9 72 37.8 143 65.5
GitLab-getBadges 3 30.4 0 0 3 30.4 5 35.8 6 49.4
GitLab-projectJobs 42 25.5 11 11.6 53 37.2 48 23.9 83 39.8
Marvel 40 30.3 16 6.3 56 36.6 31 19 69 39.3
OMDB-byIdTitle 14 33.8 1 2.4 15 36.2 9 17.7 16 38
OMDB-bySearch 4 18.6 1 2 5 20.6 2 14.7 5 20.6
Spotify-playlist 18 46.7 22 46.1 40 92.8 15 28.9 46 92.8
Spotify-albumTracks 23 65.6 19 1.6 42 67.2 21 53.9 48 68.4
Spotify-artistAlbums 22 68.1 21 7.4 43 75.6 19 56.8 48 78.3
Vimeo 104 23.2 95 23.9 199 47.1 111 20.5 255 51.6
Yelp 7 11.5 5 12.1 12 23.6 17 15 24 31
YouTube 53 60.8 37 5.3 90 66.1 125 37.3 183 70.7
TOTAL 670 38.5 467 12.5 1137 51 814 31.1 1538 55

in this context include modifications to boolean, number, and
string values (e.g., by modifying or replacing values) as well as
changes to array values (e.g., by removing elements or altering
their order). In total, 12 different mutation operators are
applied. All the mutations result in a distinguishable change
in the API response and therefore there were no equivalent
mutants [83]. Our supplementary material contains a detailed
list of all the mutation operators applied [25].

e) Metrics: For each mutated API response of the 1k
test cases used, we ran the assertions and marked the failure
as detected if at least one of the test assertions failed. Then,
we computed the failure detection ratio (FDR) achieved by the
approach on the test suite. We repeated the mutation process
100 times to minimize the effect of randomness, computing
the average percentage of failures detected. In total, the results
are based on 1.7M seeded errors: 17 operations × 1k API
responses × 100 repetitions.

2) Experimental Results: Table III shows the number of
assertions generated (i.e., true positive oracles) and the FDR
achieved by SATORI, AGORA+ (unary, binary and com-
bined), and the combination of both. SATORI achieved an
average FDR of 31.1%, ranging from 14.7% to 56.8%.
AGORA+U achieved an average FDR of 38.5%, ranging from
11.5% to 68.1%. The binary oracles of AGORA+ increased
FDR an average of 12.5%, leading to an average FDR for
AGORA+ of 51%. The combination of both SATORI and
AGORA+ achieved a FDR of 55%, ranging from 20.6% to
92.8%. In terms of assertions, SATORI generated an average
of 47.9 per API operation, more than AGORA+U (39.4) and
less than AGORA+ (66.9).

While AGORA+U achieved a higher FDR than SATORI,
two things are worth noting. First, SATORI uncovered 80.8%
of the failures detected by AGORA+U (and 61% of the failures
detected by AGORA+) without needing to execute the API,
which represents a significant advantage in terms of cost-
effectiveness. Second, SATORI managed to uncover new fail-
ures not detected by AGORA+U, as shown in Figure 4, which
represents the overlap (blue) of the FDR between SATORI
(green) and AGORA+ (orange), as well as the FDR achieved



by the binary oracles (gray) and the optimal scenario of the
ground-truth oracles (red). As illustrated, SATORI detected
unique failures in 14 out of the 17 API operations. This means
that SATORI can be used to complement AGORA+U, as it can
detect failures that AGORA+U cannot, and vice versa. The
combination of both approaches achieved an FDR of 55%,
which is significantly higher than the FDR of either approach
alone.

Figure 4 also provides interesting insights regarding the
strength of the unary oracles generated by SATORI and
AGORA+U combined. In most APIs, the generated unary
oracles (blue, green and orange bars) achieved an FDR very
close to that achieved by the ground-truth oracles, i.e., the
optimal scenario (red lines). In detail, the ground-truth oracles
achieved an average FDR of 47.6% across all API operations.
The automatically generated unary oracles achieved an average
FDR of 44.3%, just 3.3% below the ground-truth oracles. This
indicates that these unary oracles are very effective at detecting
the failures that they are designed to detect. Intuitively, there
are some failures that are impossible to detect even with the
ground-truth oracles, such as subtle modifications to string
fields which do not follow any format or the mutation of
a number field within a certain valid range. Detecting such
failures is extremely challenging and requires domain-specific
knowledge or even manual inspection.

The APIs of GitHub, Spotify-playlist, Vimeo, and Yelp
benefited from the binary test oracles of AGORA+ (gray bars),
achieving a notable boost in FDR. This is primarily due to
the presence of numerous equality (e.g., input.description
== return.description), substring (e.g., return.name
substring of return.full_name), and arithmetic (e.g.,
return.total >= size(return.businesses[])) compar-
isons in these APIs, which contribute to the inflated results.

The higher FDR (i.e., detecting more failures) of AGORA+
over SATORI (51% vs. 31.1%) does not necessarily mean that
AGORA+ can catch more real bugs than SATORI. Our next
experiment is designed to further explore this aspect.

Answer to RQ3: Artificial fault detection capability

SATORI detected 61% of the failures detected by
AGORA+ without previously executing the API under test,
with an FDR ranging between 14.7% and 56.8%. More
importantly, both approaches are complementary, achieving
a combined FDR of 55%.

C. Experiment 3: Real Fault Detection

This experiment addresses RQ4 by comparing the effective-
ness of SATORI and AGORA+ in detecting failures caused
by real faults.

1) Experimental Setup: We compared the performance of
SATORI and AGORA+ in detecting real failures by converting
the valid test oracles reported by each approach into executable
assertions using PostmanAssertify. These assertions were then
executed on the original dataset of 10k API requests from
Experiment 1. Violations of these test oracles revealed real
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Fig. 4: FDR overlapping between SATORI and AGORA+.
TABLE IV: RQ4: Faults detected by SATORI and AGORA+.

#Bug Cat. API-Operation AGORA+ SATORI

1 1 AmadeusHotel 1 ✓
2 2 Deutschebahn 10 ✓
3 1 Deutschebahn - ✓
4 1 Deutschebahn - ✓
5 1 Deutschebahn 1 ✓
6 2 FDIC 10 ✓
7 2 FDIC 10 ✓
8 2 FDIC 10 ✓
9 2 FDIC - ✓

10 2 FDIC - ✓
11 2 FDIC - ✓
12 2 FDIC - ✓
13 4 GitHub-createRepo 9 -
14 1 GitLab-projectBadges 2 ✓
15 2 Marvel 1 ✓
16 3 Marvel 10 -
17 1 Marvel 10 -
18 1 Marvel 6 -
19 1 Marvel - ✓
20 2 OMDB-bySearch 10 ✓
21 2 Vimeo - ✓
22 3 Vimeo - ✓

Found always / Found at least once 7/13 18/18

bugs. For AGORA+, we repeated the experiment 10 times,
each using a different random subset of 50 requests for
invariant detection, and report the number of executions in
which AGORA+ identified each bug.

2) Experimental Results: Table IV shows all bugs found
among SATORI and AGORA+. SATORI found 18 bugs, while
AGORA+ found 13 (although only 7 of them were consistently
detected in all executions). In total, both approaches detected
22 unique bugs across 8 APIs; 13 of these bugs (bugs 1,
5, 6, 7, 8, 13, 14, 15, 16, 17, 18, 19, and 20) were also
detected by the authors of AGORA+ [20], [21]; 2 of the new
bugs found only by SATORI (bugs 21 and 22) have been
confirmed by developers. Our supplementary material provides
detailed bug descriptions, replication videos, and anonymized
screenshots of reports and developer responses [25]. These
bugs are grouped into the following four categories:

Category 1: Invalid String Formats. These bugs occur
when a string response field is expected to follow a specific
format (e.g., country codes, numbers, or timestamps), but the
API returns values that deviate from this format. For example,
in the “projectBadges” operation of the GitLab API (bug
14), SATORI and AGORA+ identified instances where the
rendered_image_url response field, expected to be a URL,
instead returned invalid URLs containing whitespaces.

Category 2: Invalid Enum Values. These bugs are found



when a response field is expected to hold specific string values
(often outlined in the specification), but the API returns either
undocumented values (bugs 9, 10, 11, 12, 15, 20, and 21) or
entirely different ones (bugs 2, 6, 7, and 8). For instance, in
the FDIC specification, the CONSERVE and LAW_SASSER_FLG
fields are expected to use numerical flags (“1” or “0”), yet the
API returns “Y” or “N” (bugs 6 and 7). Similarly, in the Vimeo
API (bug 21), while the specification lists 14 valid values
for the account field, the API also returns an undocumented
value (“custom”). The Vimeo API providers confirmed this
inconsistency and created an internal issue to fix it.

Category 3: Numerical Constraints. These bugs occur
when a numerical response field does not comply with ex-
pected constraints, such as minimum or maximum values. For
example, in the Vimeo API, the field_of_view response field
should range from 30 to 90. However, SATORI detected three
videos with values exceeding the upper limit (bug 22). This
bug has been confirmed by the API providers, and they have
created an internal issue to update the API documentation.

Category 4: Binary Test Oracles. These bugs occur
when a test oracle involving two variables is violated,
making them detectable only by AGORA+. The only bug
of this category (bug 13) was found in the “GitHub-
createRepo” operation, where the violation of the invariant
input.license_template==return.license.key revealed
15 cases of repositories being created with incorrect licenses.

Answer to RQ4: Real fault detection capability

SATORI effectively detected 18 real bugs in 7 APIs.

D. Cost-Effectiveness Analysis

Our last RQ investigates the monetary cost of using SATORI
to automatically generate test oracles for REST APIs and find
bugs in them.

One of the main advantages of SATORI is its cost-
effectiveness. Unlike what intuitively might be expected,
SATORI does not rely on LLMs to analyze API responses,
but rather the API specification. This means that SATORI can
be executed once for each API response field from which one
would desire to extract test oracles, and then the generated
oracles can be reused for all subsequent API calls. Following
this approach, we computed the marginal inference cost of
using SATORI with GPT-4o, the LLM that achieved the best
performance in our experiments. As we considered 1,816 API
response fields, we made 1,816 calls to the OpenAI API, which
resulted in 716,529 input tokens and 101,949 output tokens.
According to the OpenAI pricing at the time of performing
the calls,1 this resulted in a total of $5.11. As we found 18
bugs in total, the cost per bug is $0.28.

We also analyzed whether this cost could be reduced or
avoided by using a free, open-source LLM executed locally.
We selected the best-performing one from RQ1, Qwen2.5-32B.
The oracles generated by SATORI equipped with Qwen2.5-
32B successfully found 17 bugs, missing only bug 10 in the

1$5 per 1M input tokens ($2.5 if cached), $20 per 1M output tokens [84].

FDIC API. This indicates that SATORI is highly effective
even when relying on open-source, smaller language mod-
els. However, we note that using models like Qwen2.5-32B
locally requires significant computational infrastructure (e.g.,
high-end GPUs), and thus their actual cost depends on the
availability of such infrastructure and the volume of reuse.

Answer to RQ5: Cost-effectiveness analysis

In total, SATORI with GPT-4o found 18 bugs for $5.11
($0.28 per bug). SATORI with Qwen2.5-32B could find
17 of these bugs.

V. THREATS TO VALIDITY

We discuss the potential threats to the validity of our results,
along with the actions taken to mitigate them.

Internal validity. Are there factors that might affect the
results of our evaluation? For our experiments, we used the
OAS documents provided in the AGORA+ supplementary ma-
terial [79]. In all cases, we updated the OAS to reflect the latest
version of the web documentation. It is possible that these
specifications have errors and deviate from the documented
API behavior. To mitigate this threat, the specification files
were reviewed by at least two authors.

The effectiveness of AGORA+ largely depends on the
diversity of the input test suite. For a fair evaluation, we
followed the same approach by the authors and used their
same test suites [79], leveraging the same 10 sets of 50
randomly generated request-response pairs and computing
averages across the 10 runs. To address the potential variability
of SATORI, we use the default settings for all models and a
temperature of 0 (greedy decoding), making the outputs of the
models mostly deterministic.

Manually creating the ground truth of test oracles for all
the APIs may be affected by human biases or errors. To
mitigate this, we carefully analyzed the API specification for
each response field labeled and contacted the API providers in
case of doubts or discrepancies. Our supplementary material
contains evidence of the questions posed to API providers and
their responses, as well as the full OKAMI dataset, which is
publicly available for further review [25].

External validity. To what extent can we generalize the
findings of our investigation? We evaluated SATORI using
21 different LLMs and a set of 17 operations from 12 APIs.
Our conclusions may not fully generalize beyond this scope.
To mitigate this threat, we selected LLMs of varying sizes
and vendors, along with a set of widely-used APIs spanning
diverse domains and sizes, and used in related studies.

The test oracles supported by SATORI may not generalize
beyond the selected APIs. We minimized this threat by basing
these oracles on the unary invariants supported by AGORA+,
derived from a systematic analysis of 40 real-world APIs (702
operations) from diverse domains [28]. However, we note that
this list of test oracles is not exhaustive, and SATORI is
designed to be easily extended with additional oracles.



VI. CONCLUSIONS AND FUTURE WORK

This paper introduces SATORI, a black-box static approach
for generating test oracles for REST APIs from their specifi-
cation using LLMs. SATORI analyzes the response fields of
an API operation, providing them as inputs to a target LLM,
which infers a set of pre-defined test oracles. SATORI then
converts these inferred oracles into a machine-readable format
compatible with an extended version of PostmanAssertify,
a tool that transforms the oracles into executable Postman
assertions. This integration makes SATORI readily applicable
for practical use.

Evaluation results on a set of 17 operations from 12 indus-
trial APIs show that SATORI can generate hundreds of valid
test oracles per operation without executing the API. SATORI
achieved an F1-Score of 74.3%. The differences in perfor-
mance between SATORI and AGORA+ reveal complementary
strengths, with each approach excelling at detecting distinct
types of test oracles, and their combination achieving a failure
detection ratio of 55%. SATORI identified 18 bugs across 7
widely used industrial APIs, leading to documentation updates
in the API of Vimeo. Operating in black-box mode, SATORI
can also be easily integrated with API testing tools that support
OAS. As part of our future work, we intend to extend SATORI
to support test oracles involving multiple variables.
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